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ABSTRACT
Our objective is to improve the performance of keyword
based image search engines by re-ranking their original re-
sults. To this end, we address three limitations of existing
search engines in this paper. First, there is no straight-
forward, fully automated way of going from textual queries
to visual features. Image search engines therefore primar-
ily rely on static and textual features for ranking. Visual
features are mainly used for secondary tasks such as find-
ing similar images. Second, image rankers are trained on
query-image pairs labeled with relevance judgments deter-
mined by human experts. Such labels are well known to
be noisy due to various factors including ambiguous queries,
unknown user intent and subjectivity in human judgments.
This leads to learning a sub-optimal ranker. Finally, a static
ranker is typically built to handle disparate user queries.
The ranker is therefore unable to adapt its parameters to
suit the query at hand which again leads to sub-optimal re-
sults. We demonstrate that all of these problems can be
mitigated by employing a re-ranking algorithm that lever-
ages aggregate user click data.

We hypothesize that images clicked in response to a query
are mostly relevant to the query. We therefore re-rank the
original search results so as to promote images that are likely
to be clicked to the top of the ranked list. Our re-ranking
algorithm employs Gaussian Process regression to predict
the normalized click count for each image, and combines it
with the original ranking score. Our approach is shown to
significantly boost the performance of the Bing image search
engine on a wide range of tail queries.
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1. INTRODUCTION
Keyword-based image search is not only a problem of sig-

nificant commercial importance but it also raises fundamen-
tal research questions at the intersection of computer vision,
natural language processing, machine learning, and informa-
tion retrieval. Our objective is to improve the performance
of tail queries in image search engines by leveraging click
data aggregated across users and sessions.

We address three limitations of existing image search en-
gines in this paper. First, since the query is provided as text
rather than an image, it is difficult to automatically bring
visual features into play and build on advances in computer
vision research. As a result, search engines are forced to
rely on static and textual features extracted from the im-
age’s parent web page and surrounding text which might not
describe salient visual information. Second, image rankers
are trained on data with label noise which leads to learn-
ing rankers with poor generalization performance. Third, a
static ranker is learnt for all query classes within a vertical.
The learnt ranker therefore does not adapt its parameters
to cope with the very diverse set of user queries.

We propose to mitigate these problems by re-ranking the
original search engine results based on user click data. For
a given query, we identify the images that have been clicked
on previously in response to that query. A Gaussian Pro-
cess (GP) regressor is then trained on these images to predict
their normalized click counts. Next, this trained regressor
is used to predict the normalized click counts for the top
ranked thousand images. The images are finally re-ranked
by sorting on the basis of a linear combination of the pre-
dicted click counts and the original ranking scores.

Our re-ranking method tackles all of the three issues high-
lighted above as follows. First, the GP regressor is trained
on not just textual features but also visual features extracted
directly from the set of previously clicked images. As a re-
sult, images that are visually similar to the clicked images
in terms of measured shape, color, and texture properties
are automatically ranked highly. Note that our approach
does not require any user intervention, restrictions on the
query semantics, or any assumptions about the user intent
or behavior.

Second, by learning from user click data, we mitigate the
label noise problem and difficulties associated with under-
standing the user’s intent. In more detail, rankers generally
obtain training data by having human experts label the rel-
evance of query-image pairs on an ordinal scale. However,
keywords form an impoverished means of communication be-
tween a user and a search engine. It can become extremely



difficult for someone else to fathom the user’s intent based
on the query keywords alone. As such, even so called “ex-
perts” often find it hard to judge the relevance of an image
to a query, which results in training sets with label noise.
For example, given the query “night train”, experts tend to
label images of trains at night as being highly relevant and
images of motorcycles as non-relevant. However, empirical
evidence suggests that most users wish to retrieve images
of the Night Train model of the Harley-Davidson motorcy-
cle. Similarly, in response to the query “fracture”, experts
tend to rate both the images of broken bones as well as the
movie Fracture as being highly relevant. Again, empirical
evidence suggests that very few users wish to see images
from the movie (they would’ve searched for “fracture movie”
or “movie fracture” had they wished to do so).

Expert labels might therefore be erroneous. In fact, they
might not even be consistent, with different experts assign-
ing different levels of relevance to the same query-image pair.
Such factors bias the training set and the ranker is learnt to
be sub-optimal. While there is research aimed at tackling
this problem directly [2], our click based re-ranker provides
a useful alternative. We hypothesize that, for a given query,
most of the previously clicked images are highly relevant and
can be leveraged to mitigate the inaccuracies of the baseline
ranker.

Third, since the GP regressor is trained afresh on each
incoming query, it is free to tailor its parameters to suit the
query at hand. For example, images named TajMahal.jpg

are extremely likely to be of the Taj Mahal. The query-
image file-name match feature can therefore be important
for landmark queries. On the other hand, the same feature
is uninformative for city queries – while images of Delhi’s
tourist attractions are sometimes named delhi.jpg so are
random photographs that happen to be the single ones taken
during a day trip to the city. Our GP regressor learns this
directly from the click training data and weights this feature
differently in these two situations. A single static ranker
would be inadequate.

Our approach rests on the key assumption that, for a
given query, clicked images are highly correlated with rel-
evant images. This assumption is not valid for documents
in general [20]. Most web search engines display only a two-
line snippet for each document in response to a query. This
snippet might not contain enough information for the user to
determine if the document answers the query. In these cases,
relevance can only be determined by clicking on, and going
through, the document. Thus clicked documents might not
be relevant to a query. However, in the case of images, most
search engines display results as thumbnails. The user can
see the entire image before clicking on it. As such, barring
distracting images and intent changes, users predominantly
tend to click on images that are relevant to their query. Fig-
ure 1b highlights this phenomenon by showing some of the
most clicked images in response to a few queries sampled
from our query logs. Thus our proposed solution is specific
to image search and may not work well for documents. The
case of videos needs to be studied further. Search engines
that display results as single frames with some text will en-
counter the same issues as documents. Whereas for search
engines that display a 30-second clip on a mouse-over, the
correlation between clicks and relevance will depend on how
representative the clip is of the full video.

To the best of our knowledge, this paper represents the

first effort in leveraging user click data for query-dependent
image re-ranking (see Section 2 for comparison to previous
work). Sophisticated user-click models, based on eye track-
ing and other studies, have been used for re-ranking in doc-
ument search to overcome position bias and account for user
behavior in a session. Corresponding models do not yet ex-
ist for image search and porting them from document search
is non-trivial. One of the major challenges that we there-
fore face is getting image re-ranking to work using only raw
click data. The main technical difficulties arise from learn-
ing with only positively labeled, very sparse data in high di-
mensional spaces. Our combined textual, visual, and static
feature vector can be more than three thousand dimensional
while we would like our method to work for queries with as
few as ten clicked images. Preventing over-fitting and en-
suring good generalization performance becomes key and we
achieve this via a combination of dimensionality reduction
and regression techniques. In particular, we demonstrate
that using PCA and Gaussian Process regression we can
significantly improve the performance of a baseline search
engine, such as Bing image search, from an nDCG of 0.6854
to 0.7692 for a diverse set of queries.

The rest of this paper is organized as follows. We dis-
cuss related work in Section 2 and focus on previous efforts
on image re-ranking as well as the use of click data. Sec-
tion 3 presents the data set on which we evaluate perfor-
mance. Section 4 then explores a baseline strategy, called
Click Boosting, for re-ranking using click data. Click Boost-
ing promotes all the clicked images to the top of the ranked
list and maintains the original ranking everywhere else. We
show that while Click Boosting can improve a search mea-
sure such as nDCG it has many undesirable consequences.
These can be overcome by learning a re-ranker that pro-
motes not just previously clicked images but also images
that are likely to be clicked. Details of our proposed GP re-
gression method including features, click count prediction,
and re-ranking are presented in Section 5. We conclude in
Section 6.

2. RELATED WORK
In this Section, we survey related work on image re-ranking

and the use of click data. We do not survey the learn-
ing to rank literature [6] as our technique can ride piggy
back on any baseline ranker and does not depend on the
specific ranking algorithm details. We also do not survey
content based image retrieval techniques [28], where an im-
age is given as query rather than keywords, as they are not
directly relevant to our work. Finally, we do not survey
relevance feedback mechanisms as our method requires no
user intervention once the query has been issued. This is
motivated by empirical evidence suggesting that only an ex-
tremely small number of image search users are willing to
provide any form of feedback, including marking relevant or
non-relevant images, to improve their search results.

Image search and re-ranking.
One of the key challenges in keyword based image search

is converting the textual query into a form amenable for vi-
sual search. Image annotation and labeling methods reverse
this problem and tag the images in the database with key-
words that can then be used for retrieval (see [13, 30, 32] for
references and discussions on linking keywords to images).
In a closed world, where all possible keywords and queries



are known, one can hope to gather training data for each
query and learn query-specific classifiers and rankers.

Techniques that feed the keywords to a text based search
engine and re-rank the returned images on the basis of vi-
sual (and textual) similarity are more relevant to our work.
Pseudo-relevance feedback assumes that the top ranked re-
sults are relevant to the query and can be used as positive
data for training a re-ranker. Negative training data can be
obtained from the bottom of the list [33]. Unfortunately,
these assumptions do not hold for general image queries.
Current image rankers are not yet good enough to return
only relevant images at the top and non-relevant ones at the
bottom.

To address this issue, Fergus et al. [12] use RANSAC to
sample a training subset with a high percentage of relevant
images. A generative constellation model is learnt for the
query category while a background model is learnt from the
query “things.” Images are re-ranked based on their likeli-
hood ratio. Observing that discriminative learning can lead
to superior results, Schroff et al. [26] first learn a query inde-
pendent text based re-ranker. The top ranked results from
the text based re-ranking are then selected as positive train-
ing examples. Negative training examples are picked ran-
domly from other queries. A binary SVM classifier is then
used to re-rank the results on the basis of visual features.
This classifier is found to be robust to label noise in the pos-
itive training set as long as the non-relevant images are not
visually consistent. Better training data can be obtained
from online knowledge resources if the set of queries is re-
stricted. For instance, Wang et al. [30] learn a generative
text model from the query’s Wikipedia page and a discrim-
inative image model from the Caltech and Flickr data sets.
Search results are then re-ranked on the basis of these learnt
probability models. Some user interaction is required to dis-
ambiguate the query.

Clustering based approaches [3, 34] typically assume that
the set of relevant images form the largest cluster amongst
the top ranked results. Images could then be re-ranked by
their distance from the largest cluster. A similar strategy
was employed by Berg et al. [4]. Instead of simply selecting
the largest cluster, they require the user to mark each cluster
as relevant or non-relevant. Individual images are labeled
optionally to overcome clustering inaccuracies. A re-ranker
is then learnt from this positive and negative data.

Most of the methods reviewed so far concentrate on queries
which are nouns. It is unclear whether their assumptions
will be met and whether they will extend to more complex
real-world queries such as “child drinking water” and “300
workout”, or queries for which training data can not be ob-
tained from Wikipedia and Flickr. More importantly, none
of the methods address the issue of determining user intent
and most methods require some form of user intervention.

Click data.
As a surrogate for relevance judgments, implicit feedback

from the users of a search engine has been investigated by
several researchers. Click-through data, as implicit feed-
back, has been extensively analyzed in the context of web
document search [5, 11, 14]. Joachims et al. [17] did an
eye tracking experiment to observe the relationship between
clicked links and the relevance of the target pages. Radlin-
ski et al. [20] concluded that the click-through data is not
reliable for obtaining absolute relevance judgments, and is

also affected by the retrieval quality of the underlying sys-
tem. Later experiments on re-ranking web search results [27]
and determining correlation between click-through data and
the quality of underlying search systems [24] presented more
evidence against the utility of click-through data for obtain-
ing absolute relevance judgments. However, as reported by
Joachims et al. [17], the click-through data can be used to
obtain relative relevance judgments i.e., if document A is
preferred over document B for a given query. They also
developed a set of rules and strategies to generate these
preference hypotheses, which could be used to estimate the
relevance labels [2, 22]. Another approach for interpreting
the click-through data is based on the prior research on un-
derstanding user goals in web search [9, 23], where separate
models for click data are used for different classes of queries
– navigational and informational queries [15].

Click-through data for image search, on the other hand,
has been found to be very reliable [8, 29]. Compared to 39%
relevant documents among the targets of the clicked links for
web search [1], 84% of the clicked images were found to be
relevant. Nevertheless, it would appear that the only work
leveraging click data for query-dependent image search is [8].
The method builds a query-image click graph and performs
backward random walks to determine a probability distribu-
tion over images conditioned on the given query which can
be used for ranking (not re-ranking). However, the method
ranks using nothing but click data and does not look at the
image content or text content to determine relevance to the
query. As such, their ranker is very different in feel and
spirit to our proposed re-ranker. For other ways of building
a similarity graph, though not using clicks, and leveraging
random walks please see [16, 31].

3. DATA SET, CLICKS, HYPOTHESIS TEST-
ING, & EVALUATION

We sampled a set of 349 queries from the Bing query logs.
Since our focus is on low-frequency queries, particularly tail
queries, we removed the popular queries such as celebrities,
music bands, etc. For each of the remaining 236 queries,
we retrieved the top thousand images from the Bing image
search engine.

For each of the thousand retrieved images for a given
query, we also mined the Bing click logs to determine how
often the image had been previously clicked on in response
to that query. Note that the clicks are being aggregated over
users and sessions. This is done for primarily two reasons.
First, aggregating clicks across users helps reveal the vari-
ous interpretations of a query and determine their relative
importance. Second, since we are primarily interested in
tail queries, the click signal is bolstered by aggregating over
as many users as possible. We found that, typically, the
number of clicked images for a query varied between zero
and a couple of hundred. We also found that some of the
clicked images had an extremely high click count and hence
we normalized the clicks by taking their logarithm.

We further reject the queries for which the number of
clicked images is less than ten. As a result, our final data
set is composed of 193,000 images and 193 distinct queries.
Acquiring reliable relevance judgments for this large set of
image-query pairs is a formidable task. To circumvent this
issue, we chose a small set of 19 queries to form a devel-
opment set, while keeping all of the 193 queries aside for



the final evaluation. The queries in the development set are
chosen as representatives from various query classes – ani-
mals (giraffe, gnats), maps (pacific ocean, red sea), places
(Bern), polysemy (fracture), specific entity (rackets, binder),
and specific concept (child drinking water), etc. We anno-
tated all of the corresponding thousand retrieved images for
each of these queries. For the remaining queries, we only
annotated the top 20 images in the ranked lists obtained by
different approaches during the final evaluation.

Every query-image pair was annotated very carefully on
a four point ordinal scale: 3 – Highly Relevant; 2 – Rele-
vant; 1 – Non-relevant; and 0 – unavailable image (i.e. the
image was no longer on the web when we tried download-
ing it). Note that obtaining just these annotations was very
time-consuming. We first had to determine the user intent
behind each query by figuring out its meaning(s), checking
web documents and Wikipedia pages, and analyzing the set
of clicked images. Next, labels were assigned on the basis of
not only the image but also the image’s parent web page as
not all relevance judgments can be made by visual inspection
alone.

Note that the number of queries in our development set
alone is comparable to the previous image re-ranking meth-
ods – between 10 and 20 in [3, 4, 26, 30, 34], 26 in [31], and
45 in [8]. Although Jing et al. [16] used about 1000 queries in
their experiments, the actual evaluation of the full ranked
lists was done only for 210 queries. These queries are re-
lated only to products and landmarks, whereas we have no
such restriction on the queries used in our experiments. The
evaluation set we use (193 queries) is comparable in size and
diversity to other data sets that have been used to evaluate
image re-ranking algorithms.

To compare the performance of different approaches on
the development set, we use tests of statistical significance
to mitigate the effects of small development set size. Our
null hypothesis is of the form“The performance of algorithm
X is indistinguishable from the baseline Bing image search
system.” We use the T-test to compute the probability (or
p-value) with which to accept or reject the null hypothesis.
A low p-value suggests that the null hypothesis can be re-
jected with high probability – i.e. the performance difference
between algorithm X and Bing image search is unlikely to
be due to chance sampling biases.

We evaluate ranking performance using the standard nDCG
search measure. Given the ground truth relevance list R of
a predicted ranking, the Discounted Cumulative Gain at po-
sition p is given by DCGp(R) =

Pp
i=1(2

Ri − 1)/ log(i + 1).
This measure is sensitive to the rankings in the first p posi-
tions with results at the top being given more weight. The
query normalized DCG at position p can now be defined as
nDCGp(R) = DCGp(R)/DCGp(I) where I is the relevance
labeling of the ideal ranking. We compute mean nDCG at
p = 20 thereby concentrating on the first page of results
since users seldom look further.

4. CLICK BOOSTING
In this Section, we describe the Click Boosting technique

which is a straightforward way of re-ranking search results
based on click data. This technique promotes all of the
clicked images, sorted in descending order according to the
number of clicks, to the top. The original ranking is used to
break ties as well as to rank all images that have not been
clicked. Figure 1 shows the top 5 ranked images for Bing im-

age search as well as Click Boosting for three representative
queries.

(a) Bing image search

(b) Click Boosting

Figure 1: The top five ranked images for (a) Bing
image search and (b) Click Boosting for the queries
(from top to bottom): “child drinking water”, “Spring
Break 2007”, and “goggle”.

As can be seen in Figure 1, Bing’s performance is variable
for different query classes. The ranker is based purely on
static and textual features derived from the image’s parent
web page. The results can be fairly good when the surround-
ing text matches the image’s content as for “child drinking
water.” However, when there is a mismatch, the results can
be quite some way off. For instance, the retrieved results for
the query “goggle” have images related to the Japanese TV
series “goggle five”, and a competition for bartenders named
“foggygoggle”. Although these terms have textual similari-
ties, they are visually and semantically different from gog-
gles.

For Click Boosting on most of the queries, we observed
that the number of times a retrieved result is clicked is
highly correlated with the relevance of that image to the
query. However, the click data becomes unreliable for dis-
tracting images that stand out from the rest of the results
(e.g., bottom row, third column for the query “goggle”), per-
haps raising interest in the user irrespective of the original
information need. We also observed that the click signal was
not reliable for images with very few clicks. This is reflected
in the three queries in Figure 1. As can be seen, while the
results for “child drinking water” remain unaffected, the re-
sults for “Spring Break 2007” get noticeably better due to
the good click signal while the results for “goggle” get even
worse due to image that are distracting or have very few
clicks. In terms of quantitative evaluation, Click Boosting
improves mean nDCG@20 from the Bing baseline of 0.6854
to 0.7377 on the development set. The T-test suggests that



the null hypothesis, i.e. that Click Boosting’s performance is
the same as Bing image search’s, can be rejected at p = 0.02.
In other words, there is only a 2% probability that Click
Boosting’s results are better than Bing’s due to chance vari-
ations in our data set.

Click Boosting might therefore appear rather attractive
at first blush. It is simple to implement, computationally
inexpensive, compatible with most search architectures and
leads to significant gains in nDCG. However, it has undesir-
able long term consequences. First, there is the danger of
getting into a self referring loop. Images with a large num-
ber of clicks will be promoted to the top and get even more
clicks as a result. Such images will get entrenched at the
top and will be difficult to dislodge. Second, non-relevant
distracting images, which might have received only a single,
or very few, clicks will also get promoted to the top. Third,
relevant unclicked images will forever languish at the bottom
and will not be displayed. Thus, Click Boosting is not an
acceptable solution. As we demonstrate in the next Section,
not only does our proposed re-ranking algorithm overcome
these issues but it also leads to further gains in nDCG.

5. GAUSSIAN PROCESS RE-RANKING US-
ING CLICK DATA

The nDCG gains achieved by Click Boosting suggests that
click data is useful for improving the baseline search engine
results. In this Section, we develop re-ranking techniques
which aim to promote not only previously clicked images to
the top of the ranked list but also images that are likely to
be clicked. To put in context, we are working with clicks
aggregated over users and sessions and our objective is to
improve performance for tail queries with at least 10 clicked
images. Our objective is not to model an individual user’s
click behavior in order to improve her particular search ex-
perience, or to clean the click signal or to infer labels for
training the initial ranker.

Our main assumption is that clicked images are highly
correlated with relevant images. This is not to say that
images with very few clicks are necessarily relevant or that
images with no clicks are necessarily non-relevant. In fact,
our very objective is to suppress non-relevant distracting
images which have very few clicks and promote relevant un-
clicked images to the the top.

The key technical challenge in doing so arises from the fact
that the click data is very sparse. For many of the queries
we considered, a handful of relevant images had received
a large number of clicks but the total number of clicked
images ranged typically from ten to a hundred. Learning
high dimensional ranking models becomes very challenging
in such scenarios and none of the discriminative methods
that we tried worked well. What finally gave good results
was a combination of dimensionality reduction and regres-
sion techniques.

Our algorithm works as follows. Once a query has been
issued, we retrieve the top thousand results from the baseline
search engine and extract features. We then identify the
set of clicked images and perform dimensionality reduction
on all the feature vectors. A Gaussian Process regressor
is trained on the set of clicked images and is then used to
predict the normalized click counts (pseudo-clicks) for all
images. Re-ranking is then carried out on the basis of the
predicted pseudo-clicks and the original ranking score.

Our proposed solution is supervised but completely au-
tomatic. No human intervention is required as the train-
ing labels are inferred from the click data. Human rele-
vance judgments are required only for evaluation. Since our
method does not require a separate training set, we use the
mean of nDCG@20 values for all of the 19 queries in the
development set in our comparisons. The baseline Bing im-
age search engine obtains a mean nDCG@20 of 0.6854 while
Click Boosting achieves 0.7377. We demonstrate that our
proposed algorithm boosts results to 0.7693 – an extremely
significant gain over both the baseline ranker as well as Click
Boosting. Note that the larger set of 193 queries is used
only in the final evaluation, which will be discussed on Sec-
tion 5.5. We now explain the various components of our
algorithm in more detail.

5.1 Features
We compute the following three types of features from

each retrieved image and its parent web page:

• Query-independent static features – Several fea-
tures, such as a document’s PageRank, are computed
for the parent document that are designed to capture
its importance and reliability.

• Textual features – A document is likely to be rele-
vant to a given query if the title of the document or the
file-name of the image matches the query. For a given
query, many such features are computed from the par-
ent document including the image file-name, caption,
URL, and meta-data.

• Image features – We compute various types of visual
features measuring shape, color, and texture proper-
ties. We compute SIFT [18], HOG [10], and LBP [19]
features as well as color and texture histograms. The
extracted visual feature vector has more than two thou-
sand dimensions.

We refer to the union of the first two sets of features as
textual features, and the third set of features as visual fea-
tures. When concatenated, they form a feature vector with
more than three thousand dimensions. Such a diversity of
features is necessary for tackling disparate user queries.

5.2 Dimensionality Reduction
While our combined feature vector is more than three

thousand dimensional, we have only between twenty and
a hundred positive points available for training. This makes
discriminative learning extremely hard and most methods
tend to over fit with mean nDCG@20 values well below
even the baseline. Furthermore, working in a three thousand
dimensional space is computationally quite expensive. We
address both issues by seeking a compact, low dimensional
representation that facilitates learning from a few samples
in a computationally efficient manner.

Note that clicks only indicate that some images might be
relevant to the query. We do not a priori know the set
of non-relevant images. We can not therefore apply dis-
criminative dimensionality reduction techniques out of the
box as they require negative training data. One can try
and apply techniques from document search to generate the
set of non-relevant images but the methods do not trans-
fer well. For example, a common rule in document search



Method mean nDCG@20 Method mean nDCG@20 Method mean nDCG@20
AvgRank 0.6266 (-8.6%) LR 0.6871 (+0.2%) T 0.7077 (+3.3%)
CorrScore 0.7209 (+5.2%) SVR 0.6997 (+2.1%) V 0.6136 (-10.5%)
CorrClick 0.7409 (+8.1%) 1NN 0.7428 (+8.3%) TV 0.7347 (+7.2%)

PCA 0.7692 (+12.2%) GP 0.7692 (+12.2%) T+V 0.7692 (+12.2%)
(a) (b) (c)

Table 1: The performance of various techniques for (a) dimensionality reduction, (b) pseudo-click regression,
and (c) re-ranking on the development set. The number in brackets is the relative difference in performance
compared to the baseline search engine which has a mean nDCG@20 of 0.6854.

is that if a lower ranked document is clicked then the pre-
ceding un-clicked document is probably not relevant. This
rule (pseudo-relevance feedback) does not hold for images
displayed on a 2D grid rather than a list and images in the
vicinity of a clicked image are just as likely to be relevant as
not. Another strategy is to take the bottom ranked results as
being non-relevant and form the negative training set from
them [33]. Unfortunately, our data contains queries which
have as many relevant images on the fiftieth page as on the
first page in the baseline ranking. It was also not helpful to
pick the negative set from the positive points for other close
by queries. Note that even if a large set of negative points
could somehow be sampled correctly for accurate learning, it
would make online training very computationally expensive.

Instead, we found that much better ranking results could
be obtained by unsupervised techniques such as PCA or cor-
relation based feature selection. Table 1(a) lists the perfor-
mance of four dimensionality reduction and feature selection
methods which do not need negative training data. Each
method is used to select twenty dimensions or features. The
methods are

• AvgRank – re-rank the results according to a single
individual feature and calculate the average rank of
the clicked images. Choose the top few features with
the highest average click rank.

• CorrScore – select features that are highly correlated
with the ranking score generated by the baseline search
engine.

• CorrClick – select features that are highly correlated
with the number of clicks.

• PCA – Principal Component Analysis.

We did not try methods such as kernel PCA or random
projections since we are interested in obtaining a compact,
low-dimensional representation. The performance of three
of the methods is quite good. The best results were ob-
tained using PCA and we use it for all further experiments.
None of the methods appeared to be sensitive to the choice
of number of dimensions. For each method, performance
would first increase sharply and then plateau out. We found
that choosing twenty dimensions was a good compromise be-
tween choosing a compact representation (for efficient learn-
ing) and ranking performance.

5.3 Gaussian Process Regression
Given a compact feature representation amenable for learn-

ing, our objective is to estimate an image’s normalized click
count. Note that predicting the probability that an image
will get clicked is an extremely hard problem. Fortunately,

we need to solve it with only very coarse precision – suffi-
cient to ensure that the final re-ranking is good. As such,
rather than regression, the problem could just as easily be
posed as ordinal regression, ranking, classification, etc. We
implemented all these methods and determined that regres-
sion gave the best results. Also note that many methods
exist for modeling a user’s click behavior and predicting the
probability of click for search results and advertisements (see
our literature survey as well as [7, 22]). However, none of
these methods can be applied directly as we need to predict
aggregate user clicks as opposed to individual user behavior.
The domains are also very different.

Due to the complex semantics of pseudo-clicks estimates,
it is likely that they are a non-linear function of the features
used to represent the data. Gaussian Processes provide a
Bayesian formulation for non-linear regression, where the
prior information about the regression parameters can be
easily encoded. This property makes them suitable for our
problem formulation.

A Gaussian Process (GP) is a collection of random vari-
ables, any finite number of which have a joint Gaussian dis-
tribution [21]. The estimated pseudo-clicks y for a given
feature vector x is

y(x) = K(x,XC)[K(XC ,XC) + σ2I]−1yC , (1)

where K is a kernel function returning a kernel matrix, XC

is a matrix of feature vectors for the clicked images, σ is a
noise parameter, I the identity matrix and yC the vector of
normalized clicks (log(1 + #clicks)) of the clicked images.
Note that we only use the mean and not the variance esti-
mated by the GP. We use a Gaussian kernel in our exper-
iments. We noticed that the performance of the GP had a
weak dependence on σ and set it to 0.3.

Table 1(b) compares the performance of GP regression to
Linear Regression (LR), Support Vector Regression (SVR) [25],
and 1 Nearest Neighbor (1NN). We used a Gaussian kernel
for each of the non-linear methods. As can be seen, the per-
formance of LR and SVR is not very good. On examination
of the results, LR seemed to be unable to capture the com-
plex relationship between features and pseudo-clicks. LR
and SVR also appeared to be performing poorly for queries
that had very few clicked images. GP gave the best results
and are used in the following re-ranking experiments.

5.4 Re-Ranking
In the previous section, we described a method to compute

pseudo-clicks from image features. In this section, we com-
bine these estimated pseudo-clicks with the original ranking
score to obtain the re-ranking score. In particular, we model
the re-ranking score sR as the linear combination

sR(x) = α y(xT ) + β y(xV ) + (1 − α − β) sO(x), (2)



where xT and xV denote the 20 dimensional projections of
the textual and visual features respectively, y is the GP re-
gression function for estimating the pseudo-clicks (see Equa-
tion 1), and sO is the original ranking score. The re-ranking
is obtained by sorting sR in descending order.

Table 1(c) gives results for various settings of α and β.
The Bing image search baseline results have a mean nDCG@20
of 0.6854 and are obtained by setting α = β = 0. Setting
β = 0 (α = 0) results in re-ranking based on textual (visual)
features alone corresponding to case T (V) in Table 1(c). As
can be seen, re-ranking based on textual features alone im-
proves the mean nDCG@20 to 0.7077. However, the big
boost in performance comes from incorporating visual fea-
tures in addition. The mean nDCG@20 rises sharply to
0.7692 in the T+V. Performing a T-test reveals that the
null hypothesis, i.e. Gaussian Process re-ranking using both
textual and visual features has the same performance as the
Bing image search baseline, can be rejected with a p-value of
0.03. In other words, there is only a 3% probability that our
re-ranking results are better than the Bing baseline due to
chance variations in the data set. Finally, we also explored
the case of using a single joint textual-visual feature repre-
sentation (case TV in Table 1(c)). In this case, textual and
visual feature vectors are concatenated and then projected
down to a single 20 dimensional feature vector using PCA.
Performance is improved over re-ranking using textual fea-
tures alone but not as much as projecting textual and visual
features separately. This is probably because textual and
visual features live in different feature spaces.

Figures 2, 3, and 4 show some qualitative results. Each
figure shows the top 20 images, corresponding to the first
page of results, for Bing image search (left) and our GP
Re-ranking approach (right). Red boxes mark images that
are not Highly Relevant to the query. As can be seen, our
results are visually significantly better in Figures 2 and 4.

Analyzing the queries in detail, we identified two query
categories where performance is improved by re-ranking and
three categories where performance is unchanged or becomes
worse. It would appear that our method gives the best re-
sults when a set of plausible seeming results are actually
not desired by users. Figure 2 highlights this situation. As
mentioned in the introduction, most users who issue the
query “fracture” are actually not interested in images from
the movie. This intent is captured in the click data and
our re-ranking algorithm prioritizes images of broken bones.
Similarly, users searching for “pacific ocean” want to locate
it on a map or aerial image. They are seldom interested
in picturesque sunsets or images of waves or beaches which
could be on any sea or ocean. This is again picked up by
our re-ranker which retrieves only a couple of generic ocean
images in the top 20. For the quantitative evaluation, we
marked images from the movie Fracture and generic ocean
images actually of the Pacific, determined from the parent
web page, as being Relevant (but not Highly Relevant). Our
re-ranker improved the nDCG@20 for “pacific ocean” from
0.5747 to 0.9156 and for “fracture” from 0.7946 to 0.9520.
Had we been stricter and marked the above mentioned im-
ages as non-relevant then the performance gains would have
been even more dramatic. Finally, although it may appear
that using visual features may limit diversity, it is important
to note that our approach is capable of retaining multiple
clusters of images if they have a not insignificant numbers
of clicks.

(a) “fracture”

(b) “pacific ocean”

Figure 2: Qualitative comparison of Bing image
search results (left) and our GP re-ranking approach
(right). Re-ranking appears to work well in cases
where there is a seemingly plausible query interpre-
tation that is not desired by users. (Red boxes mark
images that are not Highly Relevant to the query.)

(a) “giraffe”

(b) “rainbow”

Figure 3: Qualitative comparison of Bing image
search results (left) and our GP re-ranking approach
(right). Re-ranking does not work when there are
a lot of relevant, clicked images. (Red boxes mark
images that are not Highly Relevant to the query.)

Figure 4 illustrates another situation where our approach
improves performance. In this case, the baseline ranking has
a few errors near the top. Our re-ranking algorithm elimi-
nates these by promoting visually similar (as in the case of
“gnats”) or textually similar (as in “24 inch rims” referring



to oversized tires) images to the top ranked clicked images.
Both visual and textual features contribute in the case of
“camel caravan.” Bing’s nDCG@20 for the three queries,
“gnats”, “24 inch rims”, and “camel caravan” are 0.7886,
0.8010, and 0.8460 respectively. Our re-ranker boosts these
to 0.9193, 0.9589, and 0.9212 respectively. The gains are
significant and visually apparent.

(a) “gnats”

(b) “24 inch rims”

(c) “camel caravan”

Figure 4: Qualitative comparison of Bing image
search results (left) and our GP re-ranking approach
(right). Re-ranking can eliminate errors in the orig-
inal ranking by promoting to the top images that
are visually and textually similar to the clicked im-
ages. (Red boxes mark images that are not Highly
Relevant to the query.)

Finally, we identified three query classes where re-ranking
does not help or makes results worse. Re-ranking does not
help much for simple, unambiguous queries where the Bing
baseline results are already good. It also does not help much
when there are a lot of clicked images which are mostly rel-
evant. In this case, Click Boosting, and even the baseline
ranker that includes the number of clicks as a feature, will
not be improved by re-ranking. Figure 3 shows results for
“giraffe” and “rainbow” both of which have more than 300
clicked images. The nDCG@20 decreased from the Bing
baseline of 0.8940 to 0.8910 for “giraffe” and from 0.8320 to
0.7670 for “rainbow” (our worst result). Lastly, re-ranking
also made results worse for queries with less than 10 clicked
images where most of the images had received only a few
clicks and were not strongly correlated with relevance.

5.5 Evaluation on the larger query set
After optimizing the parameters of the re-ranking algo-

rithm on the development set of queries, we evaluated our
system on a the set of 193 queries. Figure 5 shows the im-
provement in the nDCG@20 values with the queries grouped
together based on the semantics. In particular, we use ten
categories: abstract (broke, education), animals (bear, panda),
brand (armani exchange), cartoon (Odie, snoopy), maps
(Edmonton map, California state map), places (Chicago,
Oslo), polysemy (Turkey, ascot), specific concept (auto acci-
dent, optical illusions), specific entity (drums, oboe), and tv
(ANTM, starstruck). As shown in Figure 5, our re-ranking
algorithm improves the mean nDCG@20 values for all of
these query categories.
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Figure 5: Improvement in performance for different
query categories. The number of queries in each cat-
egory is shown in the bracket next to its name.

Our approach is particularly useful for queries where there
is a high correlation between clicks and relevance. This
correlation is high when the query concept is easily dis-
cernible in the retrieved images, which is likely to be true for
queries that refer to specific objects and are visually coher-
ent. “Places” and “animals” are two such query categories.
The performance of the base ranker for the queries in these
categories were observed to be high, leaving little scope for
improvement. For other query categories that satisfy the
above properties of visual coherence (“brand”, “maps”, and
“tv”) and where the performance of the original ranker is low,
we observed big improvements in performance using our ap-
proach. Some example queries of these categories are “talk
show” (tv), “world map” (maps), and “alcoholic beverages”
(specific concept). The other query categories see modest
improvements of 2-6% in the mean nDCG@20 values.

For polysemous queries, our approach obtains an improve-
ment of about 3%. Figure 6 shows the re-ranking of the im-
ages retrieved for a polysemous query “Turkey”. Note that
our model favors the images that are visually similar to the
clicked images to move up in the ranked list. When mul-
tiple interpretations of the given query are manifested as
clicked images, multiple clusters of images that are similar
to the clicked images can be formed. The images from these
clusters compete for the top positions in the re-ranked list.
Gaussian process regression can handle arbitrary number of



clusters in the target distribution, and can assign compara-
ble regression scores to images from different clusters. Hence
polysemy is preserved in the re-ranking as well.

Figure 6: Polysemy. The query “Turkey” has mul-
tiple interpretations. It may refer to a particular
country, a particular bird, or a stuffed turkey pre-
pared for Thanksgiving. The top twenty retrieved
images from the base ranker (left) include images
for each of these three interpretations. Also, images
for each of these meanings were found to be clicked
rather uniformly by the users. Our algorithm pre-
serves all of these interpretations in the re-ranked
list (right).

For some queries with broad interpretations, our re-ranking
algorithm obtained a more visually diverse set of images as
compared to the original ranked list, while maintaining the
same nDCG values. Figure 7 compares the ranked lists for
one such query “Stargate (1994)”. This query refers to the
movie Stargate that was released in the year 1994. The
relevant images for this query include images of scenes from
this movie and the poster of this movie. The original ranked
list has several near-duplicates of the posters of this movie,
whereas the re-ranked list includes the images of the poster
and more scenes from the movie. This visual diversification
makes the GP ranked list more likely to satisfy the informa-
tion need of the user than the original ranked list.

Figure 7: Visual diversity of the ranked list. Since
all of the images in these ranked lists are relevant
to the query “Stargate (1994)”, the nDCG values
are the same for the original ranked list (left) and
the re-ranked list (right). The original list contains
several near-duplicates (e.g., the second, fourth, and
fifth images in the second row). The re-ranked list
not only has fewer near-duplicates, but also dis-
plays more visually diverse examples of images that
are relevant to this query. This visual diversifica-
tion makes the GP ranked list more likely to satisfy
the information need of the user than the original
ranked list.

Finally, we grouped the queries based on the number of
clicked images. The number of clicked images for a query is
positively correlated with the popularity of the query – the
tail queries would have very few clicked images in the original
ranked list. Figure 8 shows the average improvement in
the mean nDCG@20 as a function of the number of clicked
images.
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Figure 8: Improvement in performance as a function
of the number of clicked images for a given query.
The number of queries in each bin is shown in the
bracket next to the bin label.

Our primary goal was to improve the ranking for tail
queries. For queries with less than 20 clicked images (imply-
ing these are tail queries), the proposed re-ranking algorithm
obtained a huge improvement of about 13% over the Bing
image search engine (shown in Figure 8). For queries with
more clicked images (subsequent bars), the improvement in
performance is expected to be lower in general. However,
the monotonicity of this trend can also be affected by the
inherent hardness of the queries in these bins as well. For
the same grouping of queries, we observed a monotonic de-
crease in the absolute improvement in the nDCG@20 values
though.

Gaussian Processes can be computationally expensive in
general. This turns out not to be a major concern in our
case due to the tiny kernel matrices involved. Given a query
with N clicked images, the major computational cost comes
from building the 1000 × N matrix encoding the similarity
between every clicked image and the top ranked thousand
images. This matrix is required by many regression methods
apart from GPs. Since N2 is typically less than a thousand,
the cost of building this matrix often dominates the O(N3)
GP cost of inverting the kernel matrix. Thus, even our com-
pletely unoptimized Matlab code, running on a standard PC,
turns out to be reasonably efficient. For instance, our code
takes less than twenty milliseconds to re-rank a query with
twenty clicked images.

6. CONCLUSIONS
In this paper, we tackled three major limitations of ex-

isting image search rankers – not incorporating visual fea-
tures, learning from training data with label noise and the
use of a static ranker for diverse queries. Focusing on tail
queries with more than ten clicked images, we proposed an
efficient algorithm that re-ranks baseline results using a lin-



ear combination of the estimated pseudo-clicks and the orig-
inal ranking score. The main technical challenge of predict-
ing pseudo-clicks from only positively labeled, very sparse,
high dimensional data was overcome using dimensionality re-
duction and Gaussian Process regression. We demonstrated
that our proposed algorithm gave significantly better results
than not just the production level Bing image search engine
but also Click Boosting. The performance gains came from
query classes which had ambiguous queries or when there
were enough relevant clicked images so that promoting sim-
ilar images to the top could eliminate errors in the original
ranking.

This paper represents one of the first efforts at query-
dependent image re-ranking using aggregated click data. Our
use of click data differs significantly from other approaches
in the recent past which have concentrated on modeling
user click behavior in a session. Our approach to image
re-ranking also improves over previous work by not requir-
ing the query set to be fixed in advance, not requiring user
intervention once the query has been issued and not making
very strict and rigid modeling assumptions.
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